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Objective:  We searched for the application of usability 
in the literature with a focus on adoption, measurements em-
ployed, and demonstrated value. Five human factors domains 
served as a platform for our reflection, which included the 
last 20 years.

Background:  As usability studies continue to accumu-
late, there has been only a little past reflection on usability and 
contributions across a variety of applications. Our research 
provides a background for general usability, and we target spe-
cific usability research subareas within transportation, aging 
populations, autistic populations, telehealth, and cybersecurity.

Method:  “Usability” research was explored across five 
different domains within human factors. The goal was not 
to perform an exhaustive review but, rather, sample usabili-
ty practices within several specific subareas. We focused on 
answering three questions: How was usability adopted? How 
was it measured? How was it framed in terms of value?

Conclusion:  We found that usability is very domain spe-
cific. Usability benchmarking studies and empirical standards 
are rare. The value associated with improving usability ranged 
widely—from monetary benefits to saving lives. Thus, re-
searchers are motivated to further improve usability practices. 
A number of data collection and interpretation challenges still 
call for solutions.

Application:  Findings offer insight into the development 
of usability, as applied across a variety of subdomains. Our re-
flection ought to inform future theory development efforts. 
We are concerned about the lack of established benchmarks, 
which can help ground data interpretation. Future research 
should address this gap in the literature. We note that our 
findings can be used to develop better training materials for 
future usability researchers.

Keywords: human–computer interaction, interface 
evaluation, computer interface, product design

INTRODUCTION

While the birth of usability is commonly 
associated with the 1980s, its history may be 
traced to decades prior. The field of human fac-
tors psychology as a whole arguably emerged 
during the 1940s, as the military concerns of 
World War II drove a need to understand the 
factors of cockpit design that were responsible 
for pilot error (Stuster, 2006). Through ques-
tions of soldier training and precision, human 
factors research gave way to more concrete 
usability metrics such as effectiveness (e.g., 
improving target acquisition by improving the 
design of the cannon) and efficiency (e.g., con-
sidering crew experience to maximize rounds 
fired per minute) (Soegaard, 2012). Metrics of 
user satisfaction were noticeably absent, which 
is unsurprising given the priority of military 
error reduction. Years later, however, usabil-
ity would come to be defined as “the extent 
to which a product can be used with effective-
ness, efficiency, and satisfaction in a specified 
context of use” (International Organization for 
Standardization, 1998). This industry standard 
refers to outcomes of usability, rather than a 
single feature of a system, product, or service. 
More specifically, effectiveness can be mea-
sured by accuracy and completeness of specific 
goals; efficiency can be measured by the cost 
of resources (such as time and effort) to attain 
the results; and satisfaction can be measured 
by how well users’ physical, cognitive, and 
emotional responses meet their own needs and 
expectations.

Of course, the origin of usability is more 
commonly associated with the 1980s due to the 
boom of the personal computer (PC). Although 
PCs became more affordable and more accessi-
ble to the average consumer, their intricate soft-
ware still catered to users with more technical 
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vocabulary. As a result, usability emerged to 
design for a broader audience—including for 
computer novices (Cockton, 2013).

From the late 1980s until the early 1990s, 
usability specialists seemingly became the new 
jacks-of-all-trades. Their responsibilities often 
lacked definition and ranged from user inter-
face design to usability requirements analysis 
(Mayhew, 2008). However, publications did not 
explicitly refer to usability until the late 1980s, 
with the work of John Whiteside and John 
Bennett at Digital Equipment Corporation and 
at IBM, respectively. With their publications 
came the emphasis on the kind of iterative eval-
uations, integrated product design teams, and 
cost–benefit analyses commonly used today 
(Dumas, 2007).

Initially, the approach to usability continued 
through a traditional cognitive perspective, with 
causal relationships between design features 
and user behavior being the goal (Cockton, 
2013). During this early phase, usability test-
ing was still conducted as a kind of traditional 
research experiment. In 1986, the US Air Force 
commissioned Smith and Mosier to develop its 
comprehensive “Guidelines for Designing User 
Interface Software” (Cockton, 2013). However, 
it was soon realized that the sheer variability 
of interface features, from icons to window 
arrangements, did not lend itself well to tradi-
tional, comprehensive research experiments 
(Grudin, 2008).

The work of Bennett and Whiteside in 1988, 
as previously mentioned, also offered a solu-
tion to the challenge of obtaining empirical 
measurements. Says Dumas (2007), “Instead 
of stressing the research experiment, they 
stressed a quantitative but practical engineer-
ing approach to product design. The approach 
stressed early goal setting, prototyping, and 
iterative evaluation – the foundations of our 
development methods.” Not surprisingly, a 
wealth of usability evaluation methods ensued. 
The 1990s saw Polson, Lewis, Rieman, and 
Wharton’s proposal of cognitive walkthroughs 
in 1991, as well as a variety of new usability 
questionnaires, such as the Post-Study System 
Usability Questionnaire, or PSSUQ, and the 
After-Scenario Questionnaire, or ASQ (Lewis, 
1992, 1995). Overall, heuristic evaluation 

became the most prominent method used in the 
1990s. Jacob Nielsen’s “10 Usability Heuristics 
for User Interface Design” stands as one prom-
inent example (Cockton, 2013; Nielsen, 1995).

The prevalence of heuristic evaluation high-
lights the formative phase of usability. Rather 
than conducting experiments that strictly adhere 
to the scientific method, the focus has shifted 
to the identification of design flaws through 
quick and dirty testing with minimal controls. 
Such testing is characterized by collecting 
small sample sizes and helping participants 
with midtask assistance (Jordan et  al., 2014; 
Lazar et al., 2010; Wixon, 2003). Industry stan-
dards, in addition to monetary benefits, have 
catalyzed the empirical growth of usability. In 
1981, industry standards emerged, and they 
were quickly followed by an American National 
Standards Institute (ANSI) group for office and 
text systems (Grudin, 2008). More recently, the 
last 10 years have seen an influx of international 
standards for user-centered design. Similarly, 
these standards for interfaces in HCI are domi-
nated by general guiding principles, rather than 
by precise specifications (Bevan, 2001).

Usability and Human Performance

Successful technology developers consider 
product usability engineering costs critically 
important (Bias & Mayhew, 1994; Lund, 2011). 
Good interface usability facilitates human 
performance (e.g., decreases help calls) and 
increases market share. However, determin-
ing whether a product is usable can be difficult 
given that it is not possible to directly measure 
usability (Hornbæk, 2006). We can only create 
usability constructs that reflect our choice of 
measurement (Table  1). The construct of per-
ceived usability often emerges from three key 
contributors: the user, the surrounding environ-
ment, and the product design (Johnson, 2008; 
Norman, 2004). A change in one of these con-
tributors may impact key usability measure-
ments. For example, the product might transform 
from being viewed as wonderful to being seen 
as only acceptable because of a change in user 
type. We often think about the interface’s users 
first when considering the usability of a prod-
uct; however, depending on one’s domain, the 
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focus might be on other usability contributors. 
Inherent conflicts are natural when considering 
interface design trade-offs (Lazar et al., 2010). 
For example, cybersecurity might be more 
focused on environmental factors (e.g., main-
taining security, stakeholder requirements) than 
on a user’s cognitive abilities or preferences.

Usability research needs to create meaning-
ful standards. This can be challenging, given 
the diverse use of usability. We need to explore 
what measures are currently being employed 
and whether standards are being utilized. 
Benchmarking enables designers to recognize 
and achieve these standards, also known as 
best practices, for their products and interfaces 
(Bhutta & Huq, 1999). With the development of 
similar systems and prototypes, benchmarking 
data makes it possible to draw meaning from 
cross-study comparisons and determine how 

well one design performs compared to another 
(Bhutta & Huq, 1999).

Benchmarks vary widely across domains—
for example, task completion time standards 
may be 15 s for in-vehicle information systems, 
whereas login times for authentication schemes 
may be designed with a goal of 7–20 s (Braz 
& Robert, 2006; Green, 1999). Accuracy and 
task completion rate are a few other benchmark 
metrics for assessing the objective usability 
of a project, while subjective measures may 
include self-reports of perceived usability, 
affect, and workload (MacDonald & Atwood, 
2013; Sonderegger et  al., 2016). According 
to Eklund and Levingston (2008), usability 
benchmarks seek to capture two things. First 
is user needs, requirements, and perceptions, 
as demonstrated through “what users say and 
do.” Second is expert analysis, demonstrated 

TABLE 1: Prevalence and Measures of Efficiency, Effectiveness, and Satisfaction

Domain
Order of 

Prevalence
Measures of 

Efficiency
Measures of 
Effectiveness

Measures of 
Satisfaction Other Measures

Transportation 
(in-vehicle 
information 
systems)

S, ES, EY Task completion 
time (e.g., 

comparison to 
15 s rule)

Task completion 
time

Subjective 
questionnaires

Eye fixations, 
driving 

performance 
(e.g., steering 

and speed 
variation)

Aging 
populations

S, ES, EY Error rate, task 
completion 

time

Task completion 
rate, success 

rate

Acceptability, general 
opinions of use

Usefulness, 
learnability, 
affect state, 

workload

Autistic 
populations

S, EY, ES Number of clicks Task completion 
time

Appeal of interfaces, 
adequacy of help/
documentation, 

quality of feedback 
and error messages

Learnability

Telehealth (EHR 
systems)

EY, ES, S Number of clicks, 
number of 

requests for 
help

Task completion 
time, 

proportion of 
tasks completed

Ease, acceptance, 
amount of time, 

quality of support 
information

N/A

Cybersecurity 
(graphical 
authentication)

EY, ES, S Login times Login success Subjective 
questionnaires

Learnability, 
memorability

Note. The three main constructs of usability (EY for efficiency, ES for effectiveness, and S for satisfaction) are listed 
in order of prevalence among usability studies for each domain. Specific measures are stated for each construct. 
Notably, completion time was used to measure both effectiveness and efficiency across studies depending on the 
nature of the task. EHR = electronic health record.
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through performance on specific criteria based 
on heuristics and guiding principles such as 
Neilsen’s “10 Usability Heuristics” (1995).

More traditional human factors fields have 
employed similar benchmarks as well. For 
example, usability assessment in aviation must 
meet certain expectations of operator workload 
to ensure that aircraft controls will fall within 
an acceptable range. Benchmarking is also used 
to evaluate the performance of simulated pilot 
tasks compared to actual pilot tasks, similar to 
the use of modern driving simulators (Clamann 
& Kaber, 2004; Feng et al., 2017). Ultimately, 
no matter what the performance measurement, 
the intent of usability is to provide an improved 
design. This intent may be realized through an 
assessment with a focus on human performance, 
but in addition to performance metrics, usability 
researchers must also apply usability as a pro-
cess to develop more general testing protocols 
(Booker et al., 2004; Rubin & Chisnell, 2008). 
To this end, we apply usability more broadly 
throughout this paper to inform design theory.

Usability Across a Variety of Domains
Human-centered design and usability go 

hand in hand in developing useful products. 
Interestingly, these are usually taught as generic 
processes and as assessment tools void of any 
specific domain details. This has led to the blind 
application of usability processes, which can 
be harmful or wasteful (Greenberg & Buxton, 
2008). However, human factors psychology is 
typically domain specific, and the goal of this 
literature review is not to provide an exhaustive 
account. Rather, we aim to provide a broad, qual-
itative overview of usability across a variety of 
domains. We seek to reflect on three questions: 
1. How was usability adopted given unique 
domains? 2. How was usability measured? 3. 
How was the value of usability framed?

Systematic Review
We examined the application of usability 

within five different human factors domains. 
In order to maintain a digestible scope, a spe-
cific research area was identified within each 
domain representing a specific research area 
for each coauthor. We explored in-vehicle 

systems; aging populations; autistic popu-
lations; telehealth electronic records; and 
cybersecurity graphical authentication. These 
literature searches were not meant to be 
exhaustive but, rather, to be representative of 
recent contributions.

To be included in the literature search, the 
source must have appeared between 1999 and 
2019. Critically, the research must be centered 
on usability within a targeted domain area.

Literature reviews were conducted using 
the following search engines: Google Scholar, 
the IEEE Xplore Digital Library, ACM Digital 
Library, PsycINFO, ScienceDirect, and 
EBSCOhost. Searches included a forward and 
backward citation examination.

General search terms included usabil-
ity, usability testing, usability challenges, 
usability guidelines, and user interface (UI). 
Domain-specific search terms included vari-
ations of general search terms (e.g., “usabil-
ity in transportation” or “vehicle system 
usability”), as well as other relevant search 
terms.

From 5 individual papers representing each 
domain, 89 of the 128 references were used 
to create an integrative review. References 
were selected based on relevance to the three 
research questions, excluding more tangential 
information. In addition to meeting specific 
publication dates and relevant key phrases, 
articles needed to meet other inclusion crite-
ria: including usability testing as the primary 
method of system analysis; pertaining to a 
specific product within the larger domain (e.g., 
transportation); including a usability measure; 
including either qualitative or quantitative 
data involving the development or testing of 
technology; including a specific subset of the 
user population (e.g., testing with individu-
als diagnosed with autism spectrum disorder 
(ASD), rather than their teachers or parents); 
contributing a full-length original research 
paper; and describing how each usability con-
struct was measured.

Sources included books, proceedings, techni-
cal reports, literature reviews, and a small num-
ber of websites, in addition to peer-reviewed 
journals.
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HOW WAS USABILITY ADOPTED WITHIN 
A UNIQUE DOMAIN?

Transportation: In-Vehicle Information 
Systems

According to the Bureau of Transportation 
Statistics, the number of registered vehicles on 
the road in the United States has increased from 
approximately 74 million in 1960 to over 268 
million in 2017. As technology continues to 
advance in the automotive industry, in-vehicle 
information systems are becoming more preva-
lent (Ma & Du, 2017). “In-vehicle information 
system” is the encompassing term for systems 
designed to enhance the driving experience 
of the user by providing them with additional 
information, whether it be entertainment, nav-
igation, or some other function (Mitsopoulos-
Rubens et al., 2011). However, any function of 
the in-vehicle information systems is secondary 
to driving itself.

The increased use of in-vehicle informa-
tion systems in passenger vehicles has fostered 
concern about how these systems may distract 
the driver from the primary task of driving 
(Mitsopoulos-Rubens et  al., 2011). Empirical 
studies have found that distraction degrades 
driving performance, making it more difficult 
for drivers to keep their vehicles in their own 
lane and to brake in time to avoid hazardous 
events (Horrey & Wickens, 2004; Peng et  al., 
2013). Whereas usability testing often focuses 
solely on efficiency and performance, using 
the product itself, the secondary nature of in-
vehicle information systems, presents a unique 
challenge to the domain of transportation (Li 
et al., 2017).

Usability testing in transportation requires 
measurement of both primary and secondary 
task performance (Barón & Green, 2006). Of 
course, a true measurement of driving while 
using an in-vehicle information system would 
require drivers to put themselves at risk by par-
ticipating in distracted driving. In order to min-
imize the risk of actual harm to the participant, 
the use of driving simulators is common when 
testing the usability of in-vehicle information 
systems (Feng et  al., 2017; Ma & Du, 2017; 
Mitsopoulos-Rubens et al., 2011; Sumie et al., 
1998). Sumie et  al. (1998) performed a set of 

experiments designed to test the usability of 
hierarchical menu controls for an information 
system. The overall case for driving simulators 
has been strong in the past (Godley et al., 2002; 
Lee et  al., 2003), although researchers should 
consider how actual driving performance might 
vary, for better or worse, when drivers are facing 
real-life consequences and unobserved (Reed & 
Green, 1999). Ultimately, usability testing of in-
vehicle information systems informs the design 
process to maximize driver safety (Stevens 
et al., 2002).

Aging Populations

Contrary to the commonly held opinion that 
aged adults are unwilling to use modern tech-
nology, research shows that more than half of 
adults aged 60–70+ use smartphones, laptops, 
and desktop computers (Anderson, 2016). 
These computing devices are used for tasks 
ranging from communication to medical care 
(Anderson, 2016). Fully 91% of adults aged 
50+ reported using technology to stay in touch 
with family and friends (Anderson, 2016).

The need for usability testing in this domain 
stems mainly from cognitive weaknesses. 
For aged adults, the most significant cogni-
tive weakness is fluid intelligence, which is 
attributed to poor working memory, spatial cog-
nition, and multitasking ability. Decreased fluid 
intelligence is also reflected by poor prospective 
memory, as well as by slower learning (Czaja & 
Lee, 2007; Matthews et al., 2000; Schaie, 1994; 
Sixsmith, 2013; Ziefle & Bay, 2005). For aging 
populations, there has been a need to develop 
usable devices that do not rely heavily on fluid 
intelligence. Of course, large variability exists 
between individual abilities (Czaja & Lee, 
2007). Age alone should not serve as an indica-
tor of cognitive ability, but rather as a guide to 
the possible cognitive changes that may occur 
across the population.

A recently recurring theme within the liter-
ature was whether aged adults would accept 
new technologies. Researchers were fairly 
split, with seven suggesting acceptance from 
aged adults (Anderson, 2016; Czaja & Lee, 
2007; Hanson & Crayne, 2005; Otjacques et al., 
2009; Petrovčič et  al., 2018; Sixsmith, 2013; 
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Ziefle & Bay, 2005) and six either inferring or 
explicitly stating that aged adults would not be 
accepting of technology (Akatsu & Miki, 2004; 
Charness & Boot, 2009; Hernández-Encuentra 
et al., 2009; Hitchcock et al., 2001; Keith, 2010; 
Wang et al., 2011). It should also be noted that 
aged adults may have different acceptance of 
new technology across domains. For example, 
an aged adult might be more accepting of using 
a fall risk application on their smartphone, but 
would not be willing to relinquish control of 
a vehicle to artificial intelligence. Depending 
on the domain, researchers’ focus tends to 
shift from assuming that aged adults would 
use the technology to offering strategies for 
implementation, to increase acceptance of new 
technologies.

Autistic Populations

The number of ASD diagnoses is on the rise. 
In 2014, around 1 in 59 children were diagnosed 
with ASD in the United States alone, meaning 
that usability issues for these users are becom-
ing more prolific (Baio et al., 2018). Technology 
provides one way to enhance this community’s 
options to interact with the world and to pur-
sue education and work (Bahiss et  al., 2010). 
However, the needs of users with ASD are dif-
ferent from the needs of neurotypical users and 
those with other intellectual disabilities (Chen 
et  al., 2009). Challenges such as the potential 
for overstimulation or fixation have resulted 
in unique design considerations for those with 
ASD.

First, it is important to note that user vari-
ability poses a challenge within this popu-
lation. Individuals with ASD exhibit wide 
variability in preferences and abilities related 
to speech, communication, motor control, and 
perception (Chen et  al., 2009; Fabri et  al., 
2016; Monibi & Hayes, 2008; Zakari et  al., 
2014).

Many with ASD face sensory disorders, 
meaning that users may be especially sensi-
tive to the different levels and types of light 
or sound present in an interface (Zakari et al., 
2014). Loud noises, in particular, tend to upset 
users with ASD (Barry et al., 2008). For these 
individuals, it is especially important to reduce 

the gap between user expectations and system 
interactions (Barry et al., 2008).

Another need for improved usability in this 
domain lies in the fact that many individuals 
with ASD fixate on stimuli that are irrelevant to 
the task at hand (Wang et al., 2015). This means 
that users with ASD may become adversely 
focused on system-irrelevant details. This only 
reinforces the need to avoid auditory and visual 
clutter to reduce distraction for these individu-
als (Artoni et al., 2011).

End users with ASD might also be included in 
the development and testing process. Participatory 
design is common, although caution should be 
exercised so that participants are not made to feel 
like guinea pigs—especially when they are only 
enlisted for a single session (Artoni et al., 2010; 
Bahiss et  al., 2010; Brosnan et  al., 2016; Cobb 
et al., 2010; Fabri et al., 2016; Hirano et al., 2010; 
Millen et al., 2010).

Telehealth: EHR Systems

Electronic health records (EHRs) systems are 
an important aspect of telehealth. EHRs within 
the system “facilitate electronic collection and 
organization of an array of important informa-
tion, from basic demographics to billing and 
coding reports to medications to laboratory val-
ues” (Miriovsky et al., 2012). ISO 62366 (2008) 
is a more recent medical equivalence of ISO 
9241–11 that mirrors concerns of effectiveness, 
efficiency, and user satisfaction. However, par-
ticular emphasis is placed on reducing risk and 
error (International Electrotechnical Committee 
(IEC), 2015).

While EHR systems vary across manufactur-
ers and intended use, there are several usability 
challenges that have been consistently identified 
across EHR systems in the literature: universal 
design, clear navigation, ease of data entry, and 
proneness to error.

First, EHR systems need to be accessible to 
all users. Typically, the first step in designing a 
usable product is to know the abilities and needs 
of the user population (Rubin & Chisnell, 2008). 
However, like the autistic population, users who 
access EHRs are diverse. Representative users 
consist of both medical staff and patients of var-
ious genders, ethnicities, ages, and knowledge.
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Singh et al. (2010) found that the usability of 
EHR systems is often focused on the needs of 
physicians rather than the needs of the patients. 
Even within the patient user population, some 
may struggle more than others. In the same 
study, older adults were found to have less com-
puter experience than the general population, 
often resulting in the kind of anxiety associated 
with using technology. As previously men-
tioned, fluid intelligence is a significant chal-
lenge to usability among aging populations—a 
challenge that may be exacerbated by poor 
usability (Matthews et al., 2000; Schaie, 1994).

Second, EHR systems need to be easy to 
navigate. Navigating EHR system interfaces 
can be difficult both for young and old patients 
(Chun & Patterson, 2012). Segall et al. (2011) 
conducted a usability test that showed that more 
than half of the participants had a difficult time 
navigating an EHR system to complete several 
basic tasks. Furthermore, when interviewed 
about the usability of the system, navigation 
was rated by participants as one of the poorest 
factors. Some reasons given for poor navigation 
were cluttered displays, lack of a hierarchical 
menu structure, and lack of intuitive pathways 
to the intended information (Chun & Patterson, 
2012). Several researchers have suggested that 
the volume of medical data is a contributing 
factor in this poor navigation. With such a large 
volume of complex data, clear organization 
becomes difficult (Goldberg et  al., 2011). For 
EHR systems, a unique factor is that the data is 
often fragmented across screens, forcing users 
to hold information in their working memory 
while trying to piece it all together (Institute 
of Medicine, 2012). Consequently, users will 
refuse to use an EHR system with poor navi-
gation because it is effortful. Poorly designed 
navigation systems result in increased cogni-
tive load, increased time to use the system, and 
numerous errors, which harms productivity 
(Smelcer et al., 2009).

Another usability issue of EHR systems 
found in the literature is the difficulty of data 
entry. In a usability test conducted by Sarkar 
et  al. (2016), less than half of the participants 
were able to add an appointment or a medication 
into the system. Also, issues with data entry are 
not limited to patients. O’Connell et al. (2004) 

found that 72% of physicians also found data 
entry difficult.

A final need prevalent in the literature is 
reducing the likelihood of committing an error. 
Using an expert panel, Shneiderman (2011) 
identified types of errors prominent in EHR 
systems. Several of these included wrong 
patient actions, incorrect treatment actions, 
wrong medication actions, delays in treatment 
events, and unintended or improper care events. 
Compounding the problem, Schumacher et  al. 
(2010) discovered that error messages are often 
poorly designed, resulting in physicians ignor-
ing the messages even when they were critical. 
Improvements to patient care may, therefore, 
be aided by improvements to EHR system 
usability.

Cybersecurity: Graphical Authentication

Authentication schemes are used to confirm 
the identity of authorized account holders. Users 
are commonly granted account or system access 
through knowledge-based information (e.g., a 
password), by using a physical object (e.g., a 
swipe card), or by showing some other proof of 
identity (e.g., a fingerprint) (Cazier & Medlin, 
2006; Grassie et al., 2017). The most commonly 
used form of authentication is the traditional 
knowledge-based password (Grawemeyer & 
Johnson, 2011; Leu, 2017). System designers 
often use this password authentication scheme 
because it is conventional (Herley & Van 
Oorschot, 2011).

Traditional passwords are expected to be 
complex, unique, and memorable, and to 
remain secret (Hoonakker et  al., 2009). For 
many users, complex and unique passwords 
are difficult to remember (Yan et al., 2004). In 
addition, few users are aware of the risks asso-
ciated with poor authentication practices (Cain 
et  al., 2018). Previous research has noted that 
the recommended practices for strong password 
creation can lead users to create unmemorable 
passwords. Creating a strong password takes 
effort, which encourages users to invent cogni-
tive workarounds that undermine security (Still 
et al., 2017).

Usability in cybersecurity has emerged, in 
part, through a need for alternatives to traditional 
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authentication—specifically, alternatives that are 
both secure and usable (Cain et  al., 2018; Still 
et al., 2017). To make authentication more memo-
rable, graphical scheme designers take advantage 
of an individual’s natural ability for recognizing 
visual objects (Paivio, 2013). Memorability is an 
important quality that must be considered when 
developing an authentication scheme, since users 
may need to remember their passcode following 
long temporal delays between system interactions 
(Tiller et al., 2019; Wiedenbeck et al., 2005).

The development of graphical authentica-
tion schemes is not only about memorability. 
Designers also consider attack vectors that are 
meant to overcome system security. An over-
the-shoulder attack (OSA) is the most common 
cybersecurity threat to graphical authentication 
schemes (Cain et  al., 2018). An OSA occurs 
when an unauthorized casual screen looker 
steals the user’s passcode in a shared space.

Defining the design space in graphical 
authentication can be done by considering (1) 
the technical security component of authen-
tication, and (2) the users’ cognitive abilities 
(Herley & Van Oorschot, 2011). For example, 
authentication is one area where technical secu-
rity is a greater priority than usability—just as 
driving performance takes precedence over use 
of in-vehicle information systems (Inglesant & 
Sasse, 2010; Li et al., 2017).

HOW WAS USABILITY MEASURED?
Transportation: In-Vehicle Information 
Systems

The inclusion of driving performance mea-
sures is important to understanding the usability 
of the system (Ma & Du, 2017). A consistent 
set of driving performance measures is used 
when testing a large array of in-vehicle infor-
mation systems. For example, Weinberg et  al. 
(2011) used a single-session driving simulator 
methodology to compare heads-down display 
in-vehicle information systems to heads-up dis-
play systems. The authors collected measures of 
user satisfaction, eye fixations, and task com-
pletion time, and the driving performance mea-
sures captured lateral vehicle position, steering 
variation, throttle/brake variation, and speed 
variation. All of these measures have been 

consistently used across the literature. Further, 
they are suggested across multiple usability 
testing protocols (Harvey et al., 2011; Harvey, 
2009; Stevens et al., 2002). The use of driving 
simulators and single-trial usability research has 
been validated, and measures of driving perfor-
mance have been developed and implemented 
(Sumie et al., 1998). Benchmark standards for 
the efficiency of in-vehicle information systems 
do exist, such as the 15-s rule for task com-
pletion time (Green, 1999; SAE, 1998, 1999). 
Organizations such as the National Highway 
Traffic Safety Association have also provided 
benchmarks for various aspects of in-vehicle 
information system usability regarding driver 
workload, response time, and related concepts 
(Ranney et al., 2011).

Aging Populations

Satisfaction, effectiveness, and efficiency were 
the three main usability measures employed within 
the domain of aging populations. Satisfaction was 
found to be the most prevalent measure across the 
literature (Akatsu & Miki, 2004; Garcia-Sanjuan 
et  al., 2017; Hernández-Encuentra et  al., 2009; 
Hsieh et al., 2018; McCarthy et al., 2007; Nilsson 
et al., 2003; Otjacques et al., 2009; Sonderegger 
et  al., 2016; Wang et  al., 2011; Ziefle & Bay, 
2005). Less prevalent measures consisted of 
usefulness (Haslwanter et  al., 2018), learnabil-
ity (Garcia-Sanjuan et al., 2017; Petrovčič et al., 
2018), affect state, and workload (Sonderegger 
et al., 2016).

Satisfaction was measured using a variety 
of methods, ranging from acceptability to gen-
eral opinions of use. The second most prevalent 
measures were effectiveness and efficiency. 
Only one study used the novel approach of mea-
suring usability through workload or affect state 
(Sonderegger et  al., 2016). In the same study, 
effectiveness was measured as task comple-
tion rate, and efficiency was measured as task 
completion time and error rate. Others, such as 
Ziefle and Bay (2005), measured effectiveness 
by success rate, or percentage of successfully 
solved tasks; efficiency was measured by task 
completion time and error rate, or the number 
of detours and returns in a navigation-based 
task. Relative comparisons, rather than absolute 
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standards, were found in assessing usability for 
aging populations.

Autistic Populations

Testing with ASD users may be challeng-
ing since they can become overstimulated or 
have low verbal ability (Hirano et  al., 2010). 
Usability is often captured through the use of 
questionnaires, such as the System Usability 
Scale (Fabri et al., 2016).

Questionnaires by Khan et al. (2013) used a 
five-point scale, ranging from “strongly agree” 
to “strongly disagree,” to measure the appeal 
of interfaces; adequacy of help and documen-
tation; overall ease of use; quality of feedback 
and error messages; and learnability. Other 
studies asked participants if they would use 
or recommend the technology (Hatfield et  al., 
2018; Politis et al., 2017; Van Laarhoven et al., 
2018).

Open-ended discussion or think-aloud tech-
niques may be done with participants who are 
able and willing to talk, but who may prefer 
not to fill out questionnaires (Caro et al., 2017; 
Cobb et  al., 2002; Fabri et  al., 2016; Hatfield 
et al., 2018; MacLeod, 2010; Politis et al., 2017, 
2019). However, these options pose difficulty 
for users with low verbal abilities (Caro et al., 
2017; Hirano et al., 2010). For low or nonverbal 
users, many studies use observation while users 
interact with technology (Caro et  al., 2017; 
Checkley et al., 2010; Cibrian et al., 2017; Cobb 
et al., 2010; Hirano et al., 2010). The observed 
behavior may be directly observed (number 
of clicks, time to task completion) or may be 
interpreted by a caretaker who can identify the 
meaning of specific user behaviors (Caro et al., 
2017; Grynszpan et al., 2008).

Other users perform best using a text–picture 
combination rather than a text-only or text–
speech combination (Chen et  al., 2009). For 
participants with less verbal proficiency, picto-
rial storyboards or other visual tools can also be 
used to aid communication (Hirano et al., 2010; 
Millen et al., 2010: Monibi & Hayes, 2008).

Perhaps due to the variability of users with 
ASD, standards are difficult to achieve within 
this domain. Individuals with varying levels of 
severity of ASD may differ wildly. Comparing 

standards from the general population to this 
special population is ill-advised.

Telehealth: EHR Systems
Again we see a focus on efficiency, effec-

tiveness, and satisfaction to validate usability in 
EHR systems. To measure efficiency, research-
ers rely on objective measures such as the num-
ber of clicks needed to complete a task (Rojas & 
Seckman, 2014) or the number of requests for 
help (Segall et  al., 2011). Objective measures 
are also often used to measure the effectiveness 
of EHR systems. Several measures commonly 
used include the task completion rate (Chun & 
Patterson, 2012), the proportion of tasks com-
pleted (Sarkar et al., 2016), and the number of 
errors (Segall et al., 2011).

Consequently, satisfaction associated with 
using an EHR system is typically measured sub-
jectively with questionnaires (Chun & Patterson, 
2012; Rojas & Seckman, 2014; Sarkar et  al., 
2016; Segall et al., 2011). Little could be deter-
mined from previous research regarding bench-
marking or standards in telehealth.

Cybersecurity: Graphical Authentication
Efficiency and effectiveness were found to be 

popular measures of usability in cybersecurity. 
However, learnability and memorability did 
appear. The exact methods used to acquire these 
measures varied greatly from study to study.

Still et al. (2017) have provided a formalized 
set of design guidelines to improve the usability 
of authentication schemes. The guidelines sug-
gest that designers consider inclusivity, login 
times, error rates, learnability, memorability, 
and subjective satisfaction ratings. Most impor-
tantly, an ideal authentication scheme for users 
should be usable and should provide strong 
security by restricting unauthorized access.

The purpose of authentication is to keep 
valuable data secure. If a proposed authenti-
cation scheme does not provide the users with 
ample account security, the whole scheme is 
rendered useless. Many articles have used cal-
culations such as bit strength entropy (Sun et al., 
2012; Wiedenbeck et al., 2005), Hartley entropy 
(Bianchi et al., 2016), or probability of success 
with a single random guess (Khot et al., 2012). 
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Designers are now being asked to provide some 
information regarding the level of security of 
their proposed scheme.

On the human side, login times often indi-
cate an authentication scheme’s efficiency. 
Ideally, schemes need to provide users with 
quick access, in order to be considered efficient 
(Still et  al., 2017). The results of our review 
indicate that the use of recorded login times, in 
order to establish the usability of the scheme, is 
very common. Graphical authentication scheme 
designers should aim to create a scheme that 
achieves login times comparable to traditional 
passwords (e.g., 7–20 s) (Braz & Robert, 2006).

Effectiveness is typically measured in terms 
of login success. It was observed that research-
ers define the frequency of success rates differ-
ently. The variations of the different accuracy 
measures are as follows: total authentication 
accuracy (given six login attempts) (Sun et  al., 
2012), partial passcode accuracy (Chiasson et al., 
2007), number of incorrect passcode submissions 
(Wiedenbeck et  al., 2005, 2006), and success 
rate (given three attempts) (Bianchi et al., 2016; 
Hayashi et  al., 2008). These measurements are 
often used to compare schemes across the liter-
ature. Subtle differences between measures can 
make direct comparisons misleading.

A few experiments have measured learnabil-
ity. For example, Cain et al. (2018) recorded the 
number of correct attempts over time to eval-
uate the learnability of four different schemes. 
On the other hand, Khot et al. (2012) evaluated 
learnability by way of efficiency and measured 
login time improvements with practice.

Users are typically interacting with a new 
graphical authentication scheme and are making 
learnability a reasonable consideration. Most 
studies of next-gen authentication schemes pro-
vide users with training to introduce the new 
technology, but few studies measure learnabil-
ity performance.

We also discovered that memorability is 
being captured in a few studies. Surprisingly, 
it was not a popular performance metric, given 
that users often have large temporal gaps 
between system interactions. Memorability is 
typically measured during the initial session 
and after a 1-week delay (Gao et  al., 2008; 
Wiedenbeck et al., 2006; Zangooei et al., 2012). 

Fewer studies have examined performance 
across three time points—that is, following 
the initial session, after 1 week, and after 6 
weeks (Hayashi et  al., 2008; Sun et  al., 2012; 
Wiedenbeck et al., 2005).

HOW WAS THE VALUE OF USABILITY 
FRAMED?

Transportation: In-Vehicle Information 
Systems

In 2015, distracted driving accounted for 
10% of all driving-related deaths in the United 
States (National Center for Statistics and 
Analysis, 2017). The issue of distracted driving 
caused by the inclusion of in-vehicle informa-
tion systems adds additional usability concerns 
that must be addressed.

Usability testing of in-vehicle information 
systems is imperative to ensure the safety of 
both the user and those on the roadway around 
them. Only through testing during the develop-
ment stage can steps be taken to reduce inter-
action time with the systems—and therefore 
ensure the user’s ability to command the vehicle 
safely.

As previously mentioned, distracted driv-
ing is a major cause of injury and death in the 
United States (National Center for Statistics and 
Analysis, 2017), so a major focus of the usabil-
ity testing for in-vehicle information systems 
should be the minimization of time required 
to use its various functions. Seconds spent 
not attending to the roadway are seconds that 
drastically increase a user’s likelihood to crash 
(Klauer et al., 2006).

Aging Populations
Improvements to usability for aging popula-

tions are readily apparent from related literature 
on mobile device data. As found by Oksman 
(2006) in a sample of adults in Finland over 
the age of 60, negative attitudes toward mobile 
phones have reversed since 2002. For example, 
aged adults were less inclined to associate mobile 
phones with special circumstances. Overall, 
Oksman reported that mobile communication 
has “more than fulfilled the expectations directed 
towards it by the age group of seniors.”
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It is worth noting that older adults com-
prise the fastest growing group in the world 
population (Rubin & Chisnell, 2008). Among 
the elderly, safety and mobility are even more 
highly regarded than privacy (Melander-
Wikman et  al., 2007). To this end, usability 
of smart home technology is another consid-
eration. Those who are hearing, visually, and/
or cognitive impaired may benefit greatly 
from smart home technology and from virtual 
assistants. The needs and issues of the elderly 
extend beyond safety measures as well; social 
isolation and a loss of independence are fre-
quent concerns, among others (Cheek et  al., 
2005).

Using these technologies can improve the 
quality of life for aged individuals. Specifically, 
it can improve mobility (Hitchcock et al., 2001), 
foster socialization (Garcia-Sanjuan et al., 2017; 
Otjacques et al., 2009), and mitigate cognitive 
declines such as decrements in memory perfor-
mance or manual skills (Garcia-Sanjuan et al., 
2017; Hitchcock et al., 2001; Jacko et al., 2000; 
McCarthy et al., 2007; Pak et al., 2008). Also, 
the implementation of technology can save the 
lives of the aged by providing health informa-
tion (Hsieh et al., 2018).

Autistic Populations

Previous research has explored education 
(Caro et  al., 2017; Hatfield et  al., 2018, Van 
Laarhoven et  al., 2018), social interaction 
training (Jeon et al., 2015; Millen et al., 2010), 
social media (Bahiss et  al., 2010), serious 
games (Barry et  al., 2008; Caro et  al., 2017, 
Caro et al., 2017), music therapy (Cibrian et al., 
2017), university student portal (Fabri et  al., 
2016; MacLeod, 2010), and communication 
aids (Checkley et al., 2010; Cheng et al., 2010). 
These technologies influence every area of life.

Improvements to quality of life are evidenced 
in reduced anxiety and stress when working 
with technology, increased options to facili-
tate interaction with others, and improved tools 
that aid in pursuing education and employment 
(Bahiss et al., 2010; Checkley et al., 2010; Fabri 
et al., 2016; Hatfield et al., 2018). Overall, better 
usability can result in greater enjoyment during 
user interactions across this population, as well 

as improvements to neurotypical responding 
(Millen et al., 2010).

Telehealth: EHR Systems
It is not difficult to see the value reflected 

by lives saved and quality of life in relation 
to health. Errors such as delaying treatment or 
incorrect medications can be fatal to patients 
and, therefore, pose a large concern.

As EHR systems become more usable, 
more people are willing to interact with them. 
Consequently, remote or isolated users have 
enjoyed increasing access to healthcare (Czaja 
et al., 2015).

If improved EHR systems can effectively 
reduce treatment errors and encourage individ-
uals to seek medical attention when they oth-
erwise may not, incorporating better usability 
practices into telehealth has the potential to 
save lives (Mchome et al., 2010).

Cybersecurity: Graphical Authentication
Previous research has shown that 31% of 

users use the same passwords for all accounts, 
while 43% of users have never changed their 
password (Europe, 2008). If systems enforce 
strong password requirements to protect sensi-
tive account information, usability and security 
compete. When users elect to use weak pass-
words, they ultimately compromise the infra-
structure of a system. As a result, the security 
of the system may fail (Cazier & Medlin, 2006; 
Dawson & Stinebaugh, 2010). Better usability 
can produce stronger security. This can help to 
prevent theft, which will reduce financial and 
emotional stress.

Data Collection and Interpretation 
Challenges

A reflection on the literature reveals that 
researchers are concerned about collecting rep-
resentative data, and simply gaining access to 
data can be a major challenge. Within the trans-
portation domain, the challenge is to reflect 
natural driving behavior while keeping partic-
ipants safe. This typically is achieved by com-
pleting studies within simulators. However, 
even the most realistic driving simulator cannot 
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be considered “a perfect surrogate” for the road 
(Bédard et al., 2010).

The other domains struggle to access data 
due to barriers like skepticism, low verbal abil-
ity, and the need to maintain privacy. Common 
obstacles to data collection for aged adults 
include skepticism of recruitment methods, dif-
ficulty staying on track, and reluctance to accept 
new technology, although acceptance has 
improved over time (Rubin & Chisnell, 2008).

ASD researchers must consider risk factors 
like sensory overstimulation and visual fixation 
in order to prevent unnecessary stress during 
testing. The need to reduce these risks has led to 
increased activity in usability research for these 
individuals. However, it is often difficult to col-
lect usability data due to low verbal abilities or 
due to anxiety and frustration induced by partic-
ipatory design (Hirano et al., 2010).

Within EHR systems, a potential barrier to 
data collection is patient privacy. Similarly, 
cybersecurity also must navigate privacy con-
cerns carefully. Uniquely, however, the techni-
cal needs of cybersecurity often drive design 
changes beyond usability. Gathering real-world 
cybersecurity data is difficult, given the close 
connection between privacy and security.

Clearly, the ability to compare usability 
findings with a standard or benchmarked data 
helps with appropriate interpretation. In the 
cybersecurity domain, benchmarking data and 
efficiency standards for authentication schemes 
have been impactful. However, it is often the 
case that standards are not available to research-
ers (i.e., in aging and ASD). In telehealth, 
researchers are dependent upon expert opinion 
to drive design decisions. Surprisingly, bench-
marked data is available in the transportation 
domain, but it is not being referenced during 
data interpretation.

Organizations such as the National Highway 
Traffic Safety Association provide benchmarks 
for various aspects of in-vehicle information 
system usability pertaining to efficiency, driver 
workload, and related concepts. However, such 
benchmarks are not commonly referred to in 
current usability testing for in-vehicle informa-
tion systems literature.

For aging populations, benchmarks or stan-
dards for usability were found to be lacking in 

the literature. Similarly, usability research for 
autistic individuals was found to lack consistent 
measures. This inconsistency probably reflects 
the varying severity of ASD.

A lack of benchmarks or standards emerges 
in the domain of EHR systems as well. Design 
decisions are often based on expert opinions 
rather than on usability findings. Within the 
graphical authentication cybersecurity liter-
ature, the methods employed to determine a 
system’s resistance to cyber-attacks are often 
inconsistent (Cain et al., 2017). Benchmarking 
of authentication measures is rare (Cain et al., 
2018), but some standards for authentication 
efficiency do exist (Braz & Robert, 2006).

Usability researchers are motivated to further 
improve their practices. It is clear that future 
research will need to discover clever ways to 
overcome obstacles that prevent data collection 
and to improve data interpretation (Table  2). 
Maybe researchers can work to collect more 
consistent measurements across their research 
domains. These data can lead to standards or 
benchmarks that can help researchers produce 
more impactful interpretations.

CONCLUSION

Usability testing is often employed to find 
practical design issues. However, usability 
researchers who publish their findings must be 
able to situate their design decisions’ usability 
performance compared to others—enabling 
theory development. Further, they could ben-
efit from benchmarking data to determine 
whether a product meets a standard threshold 
of performance. Researchers must start col-
lecting more consistent data across studies.

Usability conventions are emerging within 
domain-specific areas. We found unique adoption 
and measurement practices. So, future usability 
training materials ought to reflect this grounding. 
Usability research needs to evolve from providing 
general to more specific guidance within popular 
application domains (i.e., saving time and limited 
resources). In addition, usability research offers 
real value (e.g., from minimizing the amount of 
required training to saving lives). However, we 
were surprised by the lack of empirical evidence 
showing or estimating this value.



Usability AMV 13

Usability assessment, as expected, centered 
on the three classic dimensions of effective-
ness, efficiency, and satisfaction. Not sur-
prisingly, as previous literature mentioned, 
learnability and memorability are still largely 
unrepresented (Hornbæk, 2006).

The lack of domain-specific usability 
requirements produced a large amount of 
variability in how usability dimensions were 
measured. This makes comparisons across the 
literature difficult. Within transportation, for 
example, studies of in-vehicle information sys-
tems apply task completion interchangeably 

as both a measure of efficiency and effective-
ness (shown in Table 1).

We were concerned about the lack of 
domain-specific standards. Without standards 
of measures and benchmarks, the evidence 
being presented can easily be biased to sup-
port the proposed solution. Lack of uniformity 
in usability measurements stands in the way of 
meaningful comparisons—and, ultimately, of 
better practices. Within graphical authentica-
tion research, for example, there is inconsis-
tency in the measurement of login attempts. 
Some studies measure the number of login 

TABLE 2: Key Findings: Strengths, Weaknesses, and Future Recommendations

Domain Strengths Weaknesses Future Recommendations

Transportation (in-
vehicle information 
systems)

•	 Existing 
benchmarks

•	 Validity of driving 
simulators

•	 Complications as 
a secondary task 
performance

•	 Reference benchmarks in 
data interpretation

•	 Design menus for 
familiarity

Aging populations •	 Extensive 
empirical articles

•	 Broad in testing, 
scope, and 
evaluation

•	 Lack of benchmarks
•	 Little capitalization on 

crystallized intelligence

•	 More comprehensive 
understanding of 
acceptance toward new 
technology

•	 Learnability measurements

Autistic populations •	 Wide range 
of research 
applications

•	 Lack of benchmarks
•	 User variability

•	 Establish criteria/
standards to minimize 
overstimulation and 
fixation

Telehealth (EHR 
systems)

•	 Consistency of 
issues across  
EHR systems

•	 Lack of benchmarks
•	 Reliance on “expert 

opinions” rather than 
objective testing

•	 Implement design 
decisions that address 
widely recognized usability 
issues

Cybersecurity 
(graphical 
authentication)

•	 Extensive 
measures of 
login efficiency 
and accuracy 
(effectiveness)

•	 Widespread 
use of surveys 
to measure 
satisfaction

•	 Recognition 
of security 
weaknesses

•	 Inconsistent standards 
for success rate 
frequency

•	 Not clearly stated when 
unsuccessful login trial 
data was excluded from 
login time analysis

•	 Inconsistent measures of 
security and password 
assignment (user- or 
system-assigned)

•	 Establish specific protocols 
for efficiency and 
effectiveness

•	 Collect more learnability 
and memorability data

Note. The uniqueness of each domain is exemplified by varying areas of strength and weakness. While there is a 
significant lack of usability benchmarking standards in general, some domains (i.e., transportation) contain more 
than others. Along with a lack of benchmarks, inconsistency in measurements—perhaps as both a cause and 
effect of weak benchmarking—was shown to be a prevailing weakness. EHR = electronic health record.
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attempts until a successful login, while oth-
ers measure whether a login was successfully 
completed within a predetermined number of 
attempts.

Ultimately, with the development of more 
prototypes within common domains, we need 
to start translating the successes and failures 
of our design decisions into theory. If usabil-
ity researchers can agree on similar constructs, 
we can use benchmarking data to make mean-
ingful cross-study insights.

KEY POINTS

●● Usability is very domain specific, but is often 
taught and highlighted in a generic fashion.

●● Usability measurement varies within research 
domains, making data interpretation difficult.

●● Simply gaining access to data can be a major 
challenge for usability researchers.

●● Usability standards and benchmarking data were 
often lacking, making data interpretation difficult.
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